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Abstract: Europe - Brazil Collaboration of BIG Data Scientific Research through Cloud-Centric 
Applications (EUBra-BIGSEA) is a medium-scale research project funded by the European 
Commission under the Cooperation Programme, and the Ministry of Science and Technology (MCT) 
of Brazil in the frame of the third European-Brazilian coordinated call. The document has been 
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The purpose of this report on Use Case Requirements is to provide a comprehensive list of 
functional and non-functional requirements related to the Traffic Recommendation scenario of the 
project. This report will serve as a guide to all partners, establishing the guidelines and procedures 
to be followed in the project for the analysis and management of requirements, and the way to 
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EXECUTIVE SUMMARY 

The EUBra-BIGSEA project is aimed at developing a set of cloud services empowering Big Data analytics to                 

ease the development of massive data processing applications. EUBra-BIGSEA will develop models,            

predictive and reactive cloud infrastructure QoS techniques, efficient and scalable Big Data operators and a               

privacy and quality analysis framework, exposed to several programming environments. EUBra-BIGSEA aims            

at covering general requirements of multiple application areas, although it will showcase in the treatment               

of massive connected society information, and particularly in traffic recommendation.  

The validation of the requirements is the last document of the Use Case work package, which aims at                  

demonstrating the capabilities of the platform. This document is defined in some way as a comprehensive                

compendium of the components developed and its applicability, and constitutes a good source of              

information for readers who want to exploit EUBra-BIGSEA components. 

In the beginning of the project, 25 functional and non-functional requirements were identified from 11 use                

stories defined from the three use cases. After the analysis of those requirements, 18 technical               

requirements were identified. Those requirements have been properly addressed by the components of             

EUBra-BIGSEA. 

EUBra-BIGSEA has developed a set of 19 components that address five layers (infrastructure management,              

programming models, security and privacy, high-level data analytic services and final user applications.             

These components provide platform-agnostic automatic deployment and configuration of virtual          

infrastructures, horizontal elasticity, vertical elasticity at hypervisor and framework level, QoS prediction            

and scheduling, privacy annotation, quality assurance, security mechanisms, vulnerability assessment, data           

analytic functions, parallel programming models, high-level design tools for data analytic workflows, a large              

set of high-level services for traffic data processing and modelling, entity matching services and three final                

user applications.  

The whole ecosystem of EUBra-BIGSEA gives answer to the requirements for three use cases defined during                

the early stage of the project (data integration, descriptive models and predictive models). They deal with                

the way jobs are processed, the way data is ingested and stored as well as the management of the results.                    

The system demonstrates the execution of short jobs, parallel jobs, high-throughput jobs, QoS boundaries,              

remote datacube analysis, and the creation of parallel applications from a graphical user interface. Several               

demos have been generated by integrating several components.  

Finally EUBra-BIGSEA has developed several applications integrating multiple components of the platform            

that have been used to validate and demonstrate the components and to exemplify how solutions can be                 

built. The main examples are: tools for convenient management of the deployment of a full elastic virtual                 

cluster; horizontal and vertical elasticity on applications; data analytics with privacy annotations; and             

composing complex workflows with a graphical interface, which generates parallel COMPSs and Spark code. 
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1. INTRODUCTION 
1.1. Scope of the Document 

This document analyses the fulfilment of the user requirements from the point of view of the EUBra-BIGSEA                 
platform components. The document covers both the use case requirements and the generic requirements              
and describe how are they achieved. The document includes a reviewed description of the EUBra-BIGSEA               
software architecture and the final design of the use cases.  

1.2. Target Audience 

The document is mainly intended for internal use, although it is publicly released.  

At internal level, WP7 members will find in the document a description of the components that fulfilled the                  
requirements. Technical developers from WP3, WP4, WP5, and WP6 will find how their components have               
been used to build up the use cases, whereas WP1 will find find the information for the Key Performance                   
Indicators (KPIs) related to WP7. 

At external level, Data Scientists (herein referred to as developers of data-analysis-intensive applications)             
could evaluate if the addressed requirements are similar to their requirements and the way they were                
addressed, considering the possibility of adopting the technology. Application developers could also            
understand the kind of problems that can be addressed by means of the EUBra-BIGSEA components. 

1.3. Structure 

The document is structured into 8 parts. Section 2 describes the final structure of the EUBra-BIGSEA use                 
cases and Section 3 provides an overview of the final EUBra-BIGSEA architecture . Section 4 discusses the                 
use case and technological requirements and Section 5 analyses how these requirements have been              
addressed. Section 6 evaluates the individual EUBra-BIGSEA components from the application development            
point of view. Section 7 presents some tests and demos and Section 8 draws the final conclusions.  
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2. FINAL DESCRIPTION OF EUBRA-BIGSEA USE CASES 

This section describes the final outcome of the three use cases, initially presented in D7.1, describing the                 

components implemented and their integration into the system. 

2.1. Use Case 1 (UC1) - Data Acquisition 

EUBra-BIGSEA must deal with multiple sources and types of data. These data sources are related to urban                 

traffic and cover static and dynamic information. Initially, the work was planned for a pilot in the city of                   

Curitiba, but it evolved to deal with different Brazilian and European cities. This enriched the potential of                 

the use case and enabled stressing the system with larger amounts of data. Deliverable D7.2 extensively                

describes the use case.  

Four main data types are identified:  

1) Stationary data. This data is related to long-living data that describes the topology of the traffic network                  

of the city, the street map, relevant city spots (such as bus stops and bus terminals), and other geographic                   

information that is relevant to understand the location of the components present within the urban               

mobility scenario.  

2) Dynamic spatial data. This data contains georeferenced information of the vehicles and users, valid for a                 

specific point in time.  

3) Environmental data. This data provides information about the environmental conditions and the             

weather forecasts that are also relevant for understanding citizens’ mobility.  

4) Social network data. Refers to immediately consumed data that can provide information about              

sentiments and unpredictable events.  

The use case involved several specific actions to address the challenges in Data Acquisition listed in D7.2: 

- Different file formats, such as CSV, XLS, JSONShapefile and also NetCDF. Data is periodically loaded and                

stored in the HDFS system and the service containers through a service in the Routes4People               

application, which periodically fetches data from the identified databases (described in D7.2), as well              

as a spatial database. The Ophidia OLAP-based storage manages the datacubes of the different              

applications (e.g. bus card and environmental data) to support analytics needs and descriptive models,              

along with the management of related metadata.  

- Different file structures over time and different reference systems (which have been later corrected              

with functions from the spatial database). 

- Lack of accuracy and precision of official and non-official sources, which ends up with incoherences               

and unalignment of buildings and streets. This has been addressed by the Entity Matching as a Service                 

(EMaaS). 

- Quality of the data integrated. Data may be faulty, incomplete and incoherent, even within a single                

dataset. A Data Quality as a Service (DQaaS) has been developed to address this point.  
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2.2. Use Case 2 (UC2) - Descriptive Models 

Descriptive models derive additional information and knowledge from raw data that could be useful for               

visualization or used to build up other descriptive and predictive models. A fundamental abstraction of the                

descriptive models are trajectories, that is, the path traversed by each end user while using public                

transportation. Trajectories comprise not only dynamic spatial data, but also the other types of data that                

enrich the trajectory information. Notice that building the trajectories is a challenge by itself, since               

matching the various types of data to a specific end user trajectory may be very tricky and demand                  

advanced and complex techniques. Building trajectories may be seen as a clustering task, although it fits                

better as a record linkage or entity resolution task. An Entity Matching as a Service (EMaaS) has been                  

developed to address this point. 

EUBra-BIGSEA has implemented four Descriptive Models on top of the project services and resources.              

These Descriptive Models are extensively described in Deliverable D7.3. 

- People Paths is an application which performs a descriptive analysis on bus GPS and passenger               

ticketing data, finding paths taken by urban Public Transportation users in a time period, and               

matching the origin/destination locations of the paths to city area social data, such as population,               

income and literacy rate. Such information is not easily available, because the passenger ticketing              

data do not include the GPS coordinates (this information is only available in bus GPS data). Many                 

versions were implemented in LEMONADE, R and directly in Spark          

(https://github.com/eubr-bigsea/people-paths).  
- Descriptive analysis of ticketing data, used for processing of dynamic data providing a set of               

aggregated statistics to the City Administration Dashboard applications. The code is implemented in             

Python exploiting COMPSs and Ophidia     

(https://github.com/eubr-bigsea/ticketing-descriptive-analytics).  

- The City Administration Dashboard aims to improve public transportation system monitoring and            

planning by providing a set of data visualizations, which will present useful information in a clean                

format. The dashboard focuses on applying exploratory data analysis techniques on ticketing data             

stored and aggregated using Ophidia. (https://github.com/analytics-ufcg/city-administration      

-dashboard/tree/master/analytics/ticketing). 

- Topic detection in online social network data. This descriptive model tries to identify topics being               

discussed on Twitter OSN. The identified topics may be used to infer the cause of events in the                  

context of smart cities. For example, a traffic jam may be occurring because people are protesting                

in a region or because there is a flood caused by rain. This tool is a component used to build up                     

models in LEMONADE. (https://github.com/eubr-bigsea/topic-detection).  
- Traffic Congestion Detection using Taxi Position. This application aims to identify traffic congestions             

by using the geographic position of taxis provided by GPS. We assume that a vehicle speed may be                  

estimated by its position at different times. Thus, we applied a density clustering algorithm, which               

takes into account both spatial and non-spatial aspects, to identify traffic congestions from taxi              

positions. The current version uses bus data, because the partnership with the taxi company is               

over. This model uses a clustering algorithm (ST-DBScan) and was implemented in Python             

(sequential) and PyCOMPSs (distributed).    

(https://github.com/eubr-bigsea/py-st-dbscan/tree/compss). 
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2.3. Use Case 3 (UC3) - Predictive Models 

Predictive models are the core answer to several smart-city problems and challenges. They are necessary               

due to the variety and diversity of scenarios where the anticipation of future events may help both citizens                  

and city planners to make a better use of city facilities and resources. Our goal is not only to research if                     

existing models are suitable for the envisioned applications of EUBra-BIGSEA and how to apply them, but                

also research and develop new models that provide superior predictive power. One particular issue that is                

also addressed by EUBra-BIGSEA is regarding the scalability of these models and how they may be                

efficiently implemented in cloud platforms. 

EUBra-BIGSEA has implemented four Predictive Models on top of the project services and resources. These               

Predictive Models are extensively described in Deliverable D7.4. 

- Trip Duration Prediction, which aims to predict bus-trip durations based on historical bus GPS data.               

We train the model using state-of-the-art Machine Learning techniques on historical bus trips data,              

and use it to predict future trips. The models are trained using data processed by BULMA and                 

BUSTE (EMaaS), and run on Apache Spark, storing data in HDFS and using EUBra-BIGSEA Cloud               

Infrastructure (https://github.com/eubr-bigsea/btr-spark). 
- Trip Crowdedness Prediction, which aims to predict the number of passengers (crowdedness) of a              

bus trip in the future, based on historical bus location and ticketing data. The models are trained                 

using data processed by BULMA and BUSTE (EMaaS), and run on Apache Spark and COMPSs, storing                

data in HDFS and using BigSea Cloud Infrastructure (https://github.com/eubr-bigsea/btr-spark). 
- Traffic Congestion Prediction using Waze Data, which aims to identify traffic jams using data              

provided by Waze, an application widely used by drivers to obtain trajectories to destination or               

notifications regarding unusual traffic behavior, such as traffic jams, accidents or closed roads. To              

this end, we formulate a probabilistic graphical model equipped with Gaussian latent nodes. This is               

implemented using COMPSs. (https://github.com/eubr-bigsea/waze-jams). 
- Online sentiment analysis for streaming of social media data, in the context of EUBra-BIGSEA              

project and smart cities, is used to transform social media data from Twitter (textual) into a                

quantitative estimation of the citizens expressed sentiment. Such analysis may target a specific             

subject, for example, traffic situation or city services, or a population of a region. It uses Lemonade                 

targeting Apache Spark, Apache Spark Structured Streaming, data stored in HDFS, Apache Kafka             

and 3 different implementations of ML classifiers, available in Spark (decision tree, naive bayes and               

logistic regression) (https://github.com/eubr-bigsea/twitter-sentiment-analysis). 
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3. UPDATED EUBRA-BIGSEA INFRASTRUCTURE OVERVIEW  

As depicted in Figure 1, EUBra-BIGSEA has implemented or improved 19 components, related to five               

different layers: 

ǒ Infrastructure, dealing with the configuration of resources, the prediction of the resource usage,             

the scheduling of jobs and the proactive policies for vertical and horizontal elasticity. 

ƺ Infrastructure Manager (IM - https://github.com/grycap/im) configures the underlying        

EUBra-BIGSEA infrastructure, with the software configuration required to execute the jobs           

from the Programming Models layer. 

ƺ Elastic Compute Clusters in the Cloud (EC3 - https://github.com/grycap/ec3) provides the           

interface to deploy self-configurable scalable clusters. This is the main tool for deploying             

the EUBra-BIGSEA infrastructure, and interacts directly with IM. The recipes for configuring            

the cluster are available at https://github.com/eubr-bigsea/ec3client. 
ƺ DagSim simulator (https://github.com/eubr-bigsea/dagSim) and Lundstrom predictor      

(https://github.com/eubr-bigsea/lundstrom) are two components that use information       

from the logs of COMPSs and Spark applications to create predictor models for the              

estimated running time under different resource conditions. 

ƺ Proactive Policies. Two components for proactive policies have been implemented. A           

Marathon and Chronos Framework for dealing with QoS        

(https://github.com/eubr-bigsea/vertical_elasticity), which adjust the amount of resources       

allocated to match the expected QoS and the component to adjust the CPU CAP on               

hypervisors (working in both OpenNebula and OpenStack) to meet the expected deadlines            

(https://github.com/bigsea-ufcg). 
ǒ Programming Models, which provide the means to write parallel data analytics programs on top of               

the EUBra-BIGSEA platform. 

ƺ COMPSs is a programming framework that infers the inner parallelism of sequential            

applications dynamically, executing the different steps in parallel and taking care of data             

dependencies. In the frame of EUBra-BIGSEA, it has been extended to work as a Mesos               

Framework and to use HDFS as a back-end, facilitating the execution on distributed             

environments. (http://compss.bsc.es/svn/releases/compss/latest/). 
ƺ LEMONADE stands for Live Exploration and Mining Of a Non-trivial Amount of Data from              

Everywhere, and it is a platform for the visual creation and execution of data analysis               

workflows, which produces Spark and COMPSs code.       

(https://github.com/eubr-bigsea/lemonade). 
ǒ Security and privacy mechanisms, provide an homogeneous AAA mechanism and privacy policies            

for data access and processing 

ƺ AAAaaS is a module of Authentication, Authorisation and Accounting as a Service for the              

EUBra-BIGSEA Project (https://github.com/paulo308/bigseaAAAaaS). 
ƺ PRIVAaaS is a set of libraries and tools that allows controlling and reducing data leakage in                

the context of Big Data processing and, consequently, protecting sensible information           

processed by data analytics algorithms, with multiple types of anonymization techniques.           

(https://github.com/eubr-bigsea/PRIVAaaS).  
ǒ Big Data services 
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ƺ Ophidia exploits advanced parallel computing techniques and a hierarchical, distributed          

storage organization to execute intensive OLAP-based analysis over multi-terabytes         

datasets. (https://github.com/OphidiaBigData). 
ƺ Data Quality as a Service is a tool able to provide information about the quality of the                 

analyzed Big Data sources. Quality metadata have to be calculated and stored in order to               

make users, analytics or data mining applications aware of the quality of input data and in                

particular to support the selection of relevant data.        

(https://github.com/eubr-bigsea/DQaaS). 
ƺ Entity Matching as a Service is a tool that supports the detection and measurement of               

matching problems presented related to the linkage of large data sources. It is also able to                

perform trajectories (represented by geographical information) matching and, by this,          

provides high-quality integrated geospatial-temporal training data to support the predictive          

machine learning algorithms, such as Trip Duration Prediction and Trip Crowdedness           

Prediction. (https://github.com/eubr-bigsea/EMaaS). 
ǒ High-level services 

ƺ Traffic Congestion Prediction, aims to identify traffic jams using data provided by Waze, an              

application widely used by drivers to obtain trajectories to destination or notifications            

regarding unusual traffic behavior, such as traffic jams, accidents or closed roads. To this              

end, we formulate a probabilistic graphical model equipped with Gaussian latent nodes.            

(https://github.com/eubr-bigsea/waze-jams). 
ƺ Trip Duration Prediction is a tool that aims to predict bus trips duration based on historical                

bus GPS data. We train the model using state-of-the-art Machine Learning techniques            

(Support Vector Regressor and Lasso Regression) on historical bus trips data, and use it to               

predict future trips. (https://github.com/eubr-bigsea/btr-spark). 
ƺ Sentiment Analysis is a service that transforms social media data (textual) into a             

quantitative estimation of the citizens expressed sentiment. Such analysis targets a specific            

subject, for example, traffic situation or city services, or a population of a region.              

(https://github.com/eubr-bigsea/Lemonade_apps/tree/master/sentiment_analysis) 
ƺ Trip Crowdedness Prediction is a tool that aims to predict the number of passengers              

(crowdedness) of a bus trip in the future, based on historical bus location and ticketing               

data. (https://github.com/eubr-bigsea/btr-spark). 
ƺ People Paths is an application which performs a descriptive analysis on bus GPS and              

passenger ticketing data, finding paths taken by urban Public Transportation users in a time              

period, and matching the paths origin/destination locations with city area social data:            

population, income and literacy rate. (https://github.com/eubr-bigsea/people-paths).  
ǒ Final-user applications 

ƺ City Administration Dashboard is an application that uses descriptive statistics and           

visualization techniques based on historical data from bus trips of a Public Transport             

System in order to assist and facilitate planning and monitoring the system. The City              

Administration Dashboard uses Ophidia to infer a comprehensive set of a©¦ ©¦Ylf statistics             

by means of descriptive analytics algortihms implemented in Python and exploiting the            

COMPSs programming model. The complete analysis pipeline includes also anonymization          

phases as well as some pre-processing steps based on Data Quality and Entity Matching              

steps. The City Administration Dashboard is available in        

https://github.com/eubr-bigsea/City-Administration-Dashboard. The back end    

ihttps://github.com/eubr-bigsea/ticketing-descriptive-analytics.  
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ƺ Melhor Busão is a mobile application that serves as an Advanced Traveler Information             

System, helping the passenger to make a better use of the city Public Transportation              

System by providing both static information, such as routes and bus schedules, and             

dynamic itineraries information, including predicted trip duration and crowdedness         

(https://github.com/eubr-bigsea/bigsea-melhorbusao). 
ƺ Routes4People is a web application that gathers information produced by the high-level            

services and presents it in a user-friendly way. It shows static information, routes, traffic              

congestion, sentiment analysis on a dynamic map and provides information about the best             

route considering standard criteria (a priori duration) and other more human criteria            

(forecasted crowdedness and historic duration). (Installation and launching scripts available          

in https://github.com/eubr-bigsea/rfp-marathon-launch-scripts). 

 

 

Figure 1: Components developed or improved in the context of EUBra-BIGSEA. 

 

As extensively described in D5.3, figure 2 illustrates the Software architecture of EUBra-BIGSEA. In              

EUBra-BIGSEA, applications are implemented using the programming frameworks, Spark or COMPSs. The            

implementation can be done from scratch by adopting the most appropriate model, or through the               

Lemonade interface by composing existing building blocks to generate the code. In order to execute the                

application, a client triggers the invocation of the Broker API specifying an execution deadline. After               

applying the authentication mechanisms, the job is instantiated in the underlying execution platform using              

the proper driver. The resources needed to execute the job are provided by the Optimization Services that                 

consider the job type and the deadline. This resource allocation will be used for the initial deployment.                 

Once the application is deployed, a monitoring mechanism is started in order to collect the metrics to                 

assess the progress of the execution. At the same time, a controller is triggered to detect if control actions                   

are needed. When an application progress deviates from previously learned patterns the system can react               
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to adapt the resource allocation. In this case actuations are performed on the infrastructure hosting the                

application. Depending on the specific configuration, this action could be, for example, vertical CPU scaling               

or horizontal scaling in the number of execution workers. The policies can be applied also to the data layer                   

services, to Ophidia for example, whose deployment can be readjusted to satisfy the computational load               

coming from applications requests. 

 

Figure 2: EUBra-BIGSEA software architecture. 

3.1. Software architecture at the level of the applications  

Applications in EUBra-BIGSEA work at two levels. On one hand, final-user applications offer a GUI which                

exposes the outcome of other components in the EUBra-BIGSEA platform. On the other hand, applications               

for descriptive and predictive models run on top of the infrastructure with the QoS guarantees training                

models or producing other derived data that is queried by the final user applications.  

Therefore, applications such as Routes for People run their services on the infrastructure, which consume               

the projections of the predictive models for inferring the trip duration or the trip crowdedness and show                 

the traffic congestion information published by the descriptive models. Figure 3 shows a very general               

architecture of the applications developed in EUBea-BIGSEA. Not all the final user applications are directly               

coded with the programming models, but use models that have been trained by applications coded in                

LEMONADE and COMPSs and consume data produced by the descriptive models also implemented with              
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these technologies. In other cases, such as the City Administration Dashboard, a Python application runs in                

COMPSs, interacting with Ophidia through the PyOphidia class. 

 

Figure 3: Software architecture for the applications in the EUBra-BIGSEA architecture. 

 

 

  

14 
www.eubra-bigsea.eu | contact@eubra-bigsea.eu |@bigsea_eubr 
 



EUBra-BIGSEA D7.6: Validation of the Requirements 

  
  

 

 

4. SUMMARY OF REQUIREMENTS  
4.1. Tables of requirements 

This section summarizes the requirements defined in D7.1: 

4.1.1. Use Case Requirements 

Requirements per Use Case are presented in table 1. 

MYavf þÎ N¦f *Y¦f Kf¤©n¥fwfx¨¦ 

Req # UC # Description Priority WP 

R1.1 UC1 To integrate the GIS data sources included in the table 1 MUST WP4 

R1.2 UC1 To integrate meteorological/climate data sources MUST WP4 

R1.3 UC1 Metadata must be included into the application MUST WP4 

R1.4 UC1 To distinguish from different groups of users with different roles MUST WP6 

R1.5 UC1 Availability of an API MUST WP4/5 

R1.6 UC1 Development of a basic user interface SHOULD WP7/5 

R2.1 UC2 Extract trajectories MUST WP7 

R2.2 UC2 Characterize trajectories MUST WP7 

R2.3 UC2 Determine correlations MUST WP7 

R2.4 UC2 Cluster trajectories MUST WP7 

R2.5 UC2 Selection of data sources for time-series analysis. MUST WP7/4 

R2.6 UC2 Selection of the area of interest MUST WP7/4 

R2.7 UC2 Export key output data MUST WP7 

R2.8 UC2 Reuse aggregated results SHOULD WP7/4 

R2.9 UC2 API interface to DM service MUST WP7 

R3.1. UC3 To construct Predictive Models MUST WP7/5 

R3.1. UC3 To recompute the PMs MUST WP7/5 

R3.3. UC3 To project the PMs MUST WP7/5 

R3.4. UC3 Visualize output data MUST WP7 

R3.5. UC3 Download of aggregated results MUST WP7/4 

R3.6. UC3 Selection of data sources MUST WP7/4 

R3.7. UC3 Selection of area of interest MUST WP7 
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R3.8.  UC3 API  MUST WP7 

R3.9. UC3 Web application MUST WP7 

 

4.1.2. Technology Requirements 

Table 2 shows the requirements for execution, data access and security. 

MYavf ÿÎ !xYv±¦n¦ zk ,Y¨Y Kf¤©n¥fwfx¨¦ 

Req # Description Priority WP 

RD.1 Integrate external existing data sources MUST WP4 

RD.2 Automatic synchronization with original data sources MUST WP4 

RD.3 Storage of processing products MUST WP4/6 

RD.4 Authentication and Authorization MUST WP4/6 

RD.5 Data Access MUST WP4 

RD.6 Deal with poor-Internet connection limitations SHOULD WP4 

    

RE.1. Unrestricted Batch jobs MUST WP3 

RE.2. Unrestricted Bag of Tasks MUST WP3 

RE.3. QoS Batch jobs MUST WP3 

RE.4.  Deadline-based scheduling SHOULD WP3 

RE.5. Self-adapting elasticity MUST WP3 

RE.6. Short-jobs MUST WP3 

RE.7. Big Data Workflows MUST WP5 

    

RA.1. End-user authentication MUST WP6 

RA.2. Data and applications ACL MUST WP6/4/5 

RA.3. Group-level policies MUST WP6 

RA.4. Data privacy protection MUST WP6/4 

RA.5. Privacy annotation MUST WP6/5 
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 5. EVALUATION OF THE INDIVIDUAL REQUIREMENTS FOR THE THREE USE CASES 

This section describes the status of the requirements for each one of the use cases. 

5.1. Use Case 1: Data Integration 

Table 3 describes the requirements of Use Case 1 and how they have been addressed. 

MYavf ĀÎ !xYv±¦n¦ zk ,Y¨Y Kf¤©n¥fwfx¨¦ 

Req # Description Fulfilment Priority 

R1.1 To integrate the GIS 
data sources 

Integrated in Route4People (10 cities: Brussels, Madrid, 
Valencia, Helsinki, Belo Horizonte, Campina-Grande, Curitiba, 
Fortaleza, Porto Alegre, Rio de Janeiro), Melhor Busao (2 
cities: Curitiba-BR, Campina Grande-BR), City Administration 
Dashboard (1 city: Curitiba-BR). 

MUST 

R1.2 To integrate 
meteorological/climat
e data sources 

Integrated operationally in the deployment running at CMCC 
and exploiting predictive analytics techniques based on RNN 
for weather forecast purposes. Data available relates to 
1,4MKm2 (12kmx12km grid point - 99 x 99 grid points (lat: 
-30.6 : -20.03; lon: -55.13 : -43.42)) centered on Curitiba-BR. 
Forecasts maps available on a daily basis for the different 
applications (e.g. City Administration Dashboard). 

MUST 

R1.3 Metadata must be 
included into the 
application 

Metadata are managed internally by the WP4 components 
(e.g. Ophidia) and then re-used/consumed by the applications. 
In some cases they can be automatically imported from the 
original datasets, whereas in other cases (e.g. City 
Administration Dashboard) they are derived and included as 
additional metadata during ETL phases. 

MUST 

R1.4 To distinguish from 
different groups of 
users with different 
roles 

Data uploaded in the HDFS of the infrastructure is annotated 
with user and group permissions. The infrastructure also 
partitions the resources using roles that are associated to 
applications. Ophidia integrates a complete authorization 
support based on the AAA Service provided by WP6. 
Moreover datacubes/files can be associated to users/groups 
according to different roles/privileges.  

MUST 

R1.5 Availability of an API On one hand, HDFS data is accessed using the Hadoop HDFS 
data. COMPSs has been extended to support HDFS resources 
(https://github.com/eubr-bigsea/compss-hdfs). On the other 
side, Ophidia provides an API 
(https://github.com/OphidiaBigData/PyOphidia), with a wide 
range of methods for managing data stored in the Ophidia 
system.  

MUST 

R1.6 Development of a 
basic user interface 

City Administration Dashboard 
(https://github.com/eubr-bigsea/City-Administration-Dashboa
rd), Melhor Busao 
(https://github.com/eubr-bigsea/bigsea-melhorbusao - 
Android APK available at https://goo.gl/chy9cW) and 
Routes4People (https://github.com/eubr-bigsea/rfp-web, 
available at http://routes4tp.i3m.upv.es) 

SHOULD 
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5.2. Use Case 2: Descriptive Models 

Table 4 describes the requirements of the second Use Case and how they were addressed. 

MYavf āÎ !xYv±¦n¦ zk ,Y¨Y Kf¤©n¥fwfx¨¦ 

Req 
# 

Description Fulfilment Priority 

R2.1 UC2 Extract  
trajectories 

- People’s path application obtains the trajectories from the 
historical data. People’s path is available as Spark code 
(https://github.com/eubr-bigsea/people-paths), in “R” and 
as a LEMONADE application 
(https://github.com/eubr-bigsea/Lemonade_apps).  

- EMaaS computes the matching among real and planned 
trajectories (https://github.com/eubr-bigsea/EMaaS).  

MUST  

R2.2 UC2 Characterize  
trajectories 

People’s path integrates data from Brazilian Census data and 
characterizes origins and destinations using socio-economic 
attributes (education level, income, etc). Traffic congestion 
detection can be used to add this dimension to trajectories. 
EMaaS also provides a quality checking of the planned 
trajectories with respect to the real ones. 

MUST  

R2.3 UC2 Determine  
correlations 

Correlations at the level of the matching of bus trajectories, or 
ticketing analysis to infer trip crowdedness are provided in the 
descriptive models. 

MUST  

R2.4 UC2 Cluster  
trajectories 

Trajectories are grouped by census sector in the People’s path 
application. Also, all trajectories can be grouped by bus 
ticketing card ID (user perspective) and bus line/vehicle 
(simple aggregations). Taxi and bus trajectories (small 
intervals) are spatially and temporally grouped in traffic 
congestion detection application (using the ST-DBScan 
algorithm). 

MUST  

R2.5 UC2 Selection of   
data sources for   
time-series analysis. 

This is provided at the level of the final user applications 
(Routes for People, Melhor Busão, City Dashboard), by the 
selection of the city of interest. 

MUST  

R2.6 UC2 Selection of the    
area of interest 

Same as previous requirement. MUST  

R2.7 UC2 Export key   
output data 

The descriptive models produce data in the formats that are 
consumed by other applications. The applications produce 
data in CSV, GTFS and JPEG. 

MUST  

R2.8 UC2 Reuse  
aggregated results 

The preprocessed data is stored and reused by the predictive 
models.  

SHOULD 

R2.9 UC2 API interface to Finally, descriptive models are mainly coded as applications 
(except for EMaaS), which run and produce data that is 

MUST  
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Descriptive Model 

service 

consumed by the other applications. This eases the integration 
in LEMONADE.  

5.3. Use Case 3: Predictive Models 

Table 5 describes the requirements of the third Use Case and how they were addressed. 

MYavf ĂÎ !xYv±¦n¦ zk ,Y¨Y Kf¤©n¥fwfx¨¦ 

Req 
# 

Description Fulfilment Priority 

R3.1. UC3 To construct   
Predictive Models 

Four applications (Trip Duration Prediction, Trip Crowdedness       
Prediction, Traffic Congestion Prediction and Online      
sentiment analysis for streaming of social media data) to         
build the predictive models completed and implemented       
using LEMONADE (details in D7.4). 

MUST  

R3.2. UC3 To recompute   
the PMs 

Provided by the Chronos framework and the vertical elasticity         
(details in D3.5) 

MUST 
WP7/5 

R3.3. UC3 To project the    
PMs 

Docker containers with the projection part of the service         
have been developed (details in D7.4) and integrated into the          
final user applications (details in D7.5). 

MUST 
WP7/5 

R3.4. UC3 Visualize output   
data 

The four predictive models are integrated into the        
Routes4People application for visualization (details in D7.5). 

MUST  

R3.5. UC3 Download of   
aggregated results 

The model output and the processed data are reused by the           
final applications. 

MUST 
WP7/4 

R3.6. UC3 Selection of data    
sources 

The Routes 4 People application enables the user to choose          
among 10 cities. The interface enables changing from one city          
(and the associated data set) to the other (details in D7.5). 

The Melhor Busao mobile application enables the user to         
choose among 2 cities. The application infers the user city          
based on its current location (GPS information). 

The City Administration Dashboard application comprises the       
analysis of bus trips (location and/or boarding) data for 2          
cities. Each city has its own endpoint, which can be accessed           
independently. 

MUST 
WP7/4 
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6. EVALUATION OF THE EUBRA-BIGSEA COMPONENTS 

This section describes the achievement of the requirements by each component and how they are               
addressed in the applications. The technical requirements are classified as Data requirements, Execution             
requirements, Security and Privacy requirements and non-functional requirements.  

6.1. Evaluation of Data Requirements 

Table 6 describes the Data requirements. These requirements were mainly addressed in WP4 and WP6,               
although finally some of them were also addressed in WP3 and WP7.  

MYavf ăÎ !xYv±¦n¦ zk ,Y¨Y Kf¤©n¥fwfx¨¦ 

Req# Description Priority Components addressing the requirement 

RD.1 Integrate external 

existing data sources 

MUST - Ophidia. Various types of raw data sources and other derived data have 

been integrated in Ophidia in order to allow data processing at the level 

of the applications. These include: the WRF data, the bus cards data, the 

quality data produced by DQaaS and those produced by EMaaS.  

- EC3. Integration of an HDFS service in the elastic cluster (details in 

D3.4). Applications in Spark (LEMONADE) and COMPSs can read HDFS. 

- EMaaS. External data sources are read from the HDFS, integrated and 

then the output of integration is placed back in the HDFS. 

- DQaaS. The module reads the data source from the HDFS, evaluates 

the quality information and provides different output files: one contains 

raw data within quality information associated with each registration 

while the other files contain quality information at different granularity 

levels (source level, attribute level, value level) 

RD.2 Automatic 

synchronization with 

original data sources 

MUST - Routes 4 People. A service is implemented to periodically retrieve new 

versions of the GTFS data from external data sources. 

RD.3 Storage of processing 

products 

MUST - Native HDFS files can be stored as described in D3.5, by referring to the 

HDFS endpoint in the cluster. Spark code submitted from LEMONADE or 

COMPSs in the EC3 cluster can access it directly. 

- Ophidia. Multi-dimensional data (e.g. CSV, NetCDF) can be stored in 

the Ophidia storage layer through a set of distributed and in-memory 

I/O servers where datasets are transparently split across multiple nodes.  

RD.4 Authentication and 

Authorization 

MUST - AAAaaS. Integrated into the applications Routes 4 People, Melhor 

Busão, Ophidia (in turn in the City Administration Dashboard), 

applications written in COMPSs and the Spark-based services DQaaS and 

EMaaS (Details in D6.2) 

RD.5 Data Access MUST - Native HDFS files can be accessed as described in RD.3. 

- Ophidia exposes specific operators for remotely accessing data stored 

in the Ophidia storage, which are integrated with COMPSs through 

PyOphidia and run on the EC3 platform. 

RD.6 Deal with poor-Internet 

connection limitations 

SHOULD This requirement has been addressed in the City Administration 

Dashboard application by exploiting: 
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- server-side and parallel approaches (e.g. Ophidia) to perform huge data 

analysis close to the data sources/storage; 

- pre-computing of statistics (through the implementation of descriptive 

models); 

- delivery of the final products across the Atlantic (e.g. lightweight 

statistics images, KB/MB order) via http to the City Administration 

Dashboard web application. 

 

6.2. Evaluation of Execution Requirements 

Table 7 describes the Execution requirements. These requirements were mainly addressed in WP3 and              
WP5.  

MYavf ĄÎ !xYv±¦n¦ zk .°fb©¨nzx Kf¤©n¥fwfx¨¦ 

Req # Description Priority Components addressing the requirement 

RE.1. Unrestricted 

Batch jobs 

MUST - Mesos Backend. The back-end infrastructure of EUBra-BIGSEA, extensively 

described in section 3 from D3.4, uses a Mesos resource management system 

for submitting jobs as frameworks. The EUBra-BIGSEA infrastructure supports 

batch Spark, COMPSs, Marathon and Chronos jobs. Examples can be found in 

the repository (https://github.com/eubr-bigsea/Elastic-Cluster-Testing) . 

- COMPSs. COMPSs negotiates with Mesos the resources where to execute the 

tasks that compose the applications. At startup COMPSs registers as 

framework in Mesos and, once the nodes are available, it deploys and 

configure Docker workers containers. The number of workers is dynamically 

decided by the runtime depending on the actual execution load. The PMES 

service is used to ease the execution of COMPSs applications. PMES also runs 

as a Mesos framework and exposes a REST interface to control the lifetime of a 

COMPSs application.  

- LEMONADE. Workflows created with LEMONADE can generate source code 

targeting COMPSs and Apache Spark and such code is a valid application. The 

resulting application can be executed in COMPSs through the PMES interface 

and in Apache Spark using the Mesos backend. 

RE.2. Unrestricted 

Bag of Tasks 

MUST - Mesos Backend. The back-end provides a means to execute multiple 

instances of the same job in a single interaction. The Routes for the people 

application does that for deploying services for the different cities 

(https://github.com/eubr-bigsea/rfp-marathon-launch-scripts).  

- LEMONADE.  Each workflow in Lemonade creates a DAG of tasks to be 

executed in the targeting platform. There are 3 levels of parallelism: 

independent tasks in a workflow are scheduled to execute in parallel if there 

are forks in the workflow; multiple workflows can be executed in parallel (they 

are considered independent applications); and tasks can be split into different 

stages and each stage may be executed in parallel.  

- COMPSs. In this case, the usage of PMES is relevant because it enables the 

execution of multiple independent COMPSs applications. 

RE.3. QoS Batch 

jobs 

MUST - Marathon Framework. As described in D3.5, section 7, the user can 

instrument the jobs with an expected QoS (defined as a minimum CPU time 

allocated in a given time frame), which is monitored through MONASCA. The 
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actuator increases the resources allocated to the framework running the job, 

which is resumed (after checkpointing) in a potential new node 

(https://github.com/eubr-bigsea/vertical_elasticity).  

- EC3 provides Horizontal elasticity, powering new nodes on and off and 

integrating them into the cluster as new jobs are submitted and found a need 

for resources. Information is given in D3.5. 

- Proactive Policies. As described in D3.5, section 8, the user can instrument 

the jobs with an expected QoS (expected deadline), which is monitored 

through MONASCA. An actuator at the hypervisor level increases the resources 

allocated to such VM. The code is available in the repositories 

https://github.com/bigsea-ufcg/bigsea-manager and 

https://github.com/bigsea-ufcg/bigsea-controller.  

RE.4.  Deadline-base

d scheduling 

SHOULD - DagSim simulator (https://github.com/eubr-bigsea/dagSim) and Lundstrom 

optimizer (https://github.com/eubr-bigsea/lundstrom), extensively described 

in D3.5,  provide the analysis of execution logs for COMPSs and Spark 

applications to infer models to predict the execution time required under 

different resource configurations. 

- Load Balancer. When an application progress status drifts away from the 

progress required to meet its deadline, it is necessary to actuate to bring it 

back on track. This is typically done by the Vertical Scaling, which provides 

immediate results. Nevertheless, eventually vertical scaling is blocked by the 

physical machine becoming overloaded or the complete infrastructure 

becoming overloaded. In the first case, the VM scheduling is modified by the 

Load Balancer component, which reschedules machines to free resources in 

overloaded nodes. In the second case, the Load Balancer will relieve the 

infrastructure by terminating the VMs that have been proactively created to 

speed up applications (in moments of resource idleness). As these speculative 

resources belong to applications that are ahead of time (because of the 

additional resources) or belong to low priority applications, these approaches 

help preserving the timeliness property of priority applications. 

RE.5. Self-adapting 

elasticity 

MUST - Horizontal Elasticity. This is provided by EC3, which deploys and undeploys 

resources under demand, as new jobs are being submitted. Deliverable D3.5 

shows examples. 

- Vertical elasticity is described in RE.3. 

- Ophidia implements a horizontal elasticity mechanism for dealing with the 

parallel processing of the Ophidia operators. This mechanise is powered by 

EC3, which manages a batch queue inside an Ophidia deployment exploiting 

the Ansible role developed to automate the deployment 

(https://github.com/OphidiaBigData/ansible-role-ophidia-cluster).  

RE.6. Short-jobs MUST - LEMONADE.  Lemonade user-interface supports shot jobs execution when 

targeting Apache Spark platform. A Spark session is kept open while user 

interacts with workflow (by executing it). All resources (processing nodes and 

driver and their allocated CPUs and memory) are not released until the user 

finishes the workflow (leaves the design mode) or after a configurable timeout. 

The ability of executing short jobs is an important feature of Lemonade 

because its interactive usage (design-execute-evaluate-repeat).  

- COMPSs. COMPSs can use the same node of the master process to execute 

workers thus avoiding to request (and wait for) additional nodes to Mesos. 
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This is useful for short applications composed of few and short tasks that 

usually don’t require large resources. On the other side The PMES can be 

configured to deploy a certain number of nodes at startup time where to 

immediately execute the tasks without waiting for the availability of Mesos 

slaves  

RE.7. Big Data 

Workflows 

MUST - LEMONADE.  Lemonade supports different types of tasks that can be included 

in a workflow: ETL, machine learning, data mining, text transformation and 

visualization tasks. The workflow’s execution is supported by scalable 

platforms (COMPSs and Apache Spark) and supports data stored in HDFS. Such 

features enable the processing of big data. 

- COMPSs/Ophidia. COMPSs has been integrated with Ophidia (through 

PyOphidia) using it as backend to process large amount of data. The Ophidia 

operators are modelled as tasks of a big data application (e.g. City 

Administration Dashboard) running in COMPSs and working on data cubes. 

Additionally, besides Python applications, Ophidia provides a native support 

for analytics workflows (DAG). 

COMPSs has also been extended to operate on data available in HDFS 

backends. Thanks to integration with the COMPSs Storage API, the locality of 

the data can be exploited to execute tasks where the input data is.  

 

6.3. Evaluation of Security and Privacy Requirements 

Table 8 describes the Security and Privacy requirements. These requirements were mainly addressed in              
WP4 and WP6.  

MYavf ąÎ !xYv±¦n¦ zk H¥n®Yb± Yxd Lfb©¥n¨± Kf¤©n¥fwfx¨¦ 

Req # Description Priority Components addressing the requirement 

RA.1. End-user 

authentication 

MUST - AAAaaS. An Authorisation and Authentication framework that exposes 

a REST API. It comprises a service and a MONGODB database.  

RA.2. Data and 

applications ACL 

MUST - Provided by the AAAaaS, and defined at the level of the user.  

RA.3. Group-level policies MUST - Provided at the level of the infrastructure and mapped into the 

AAAaaS. 

RA.4. Data privacy 

protection 

MUST - PRIVAaaS. A toolset with (i) a service that performs data           

anonymization, based on anonymization policies, on ETL and data         

analytics processes; (ii) a component that calculates re-identification risk         

of anonymized data set and applies k-anonymity algorithm based on a           

predefined risk threshold. (https://github.com/eubr-bigsea/PRIVAaaS).  

RA.5. Privacy annotation MUST - PRIVAaaS. Anonymization policy based on privacy laws and regulations,          

including EU-GDPR (General Data Protection Regulation).      

(https://github.com/eubr-bigsea/PRIVAaaS)  
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6.4. Evaluation of Non-functional Requirements 

Table 9 describes the Non-functional requirements stated in D7.1. These requirements affect both the              
infrastructure and the software components.  

 

MYavf ĆÎ !xYv±¦n¦ zk xzxÝk©xb¨nzxYv Kf¤©n¥fwfx¨¦ 

Req # Description Evaluation of the Requirement 

RNF1 Convenience The EUBra-BIGSEA platform should be simple to use and deploy. The use of 

declarative descriptions of infrastructures and applications make the system easy to 

reproduce. 

RNF2 Robustness The final configuration of the EC3 cluster has been deployed and remained used and 

uninterruptedly active during 65 days. The experience during the project lifetime was 

very valuable to assess different pitfalls and challenges. 

RNF3 Scalability The deployment of virtual infrastructures has been tested up to 50 simultaneous 

nodes, whereas the execution of applications has been also tested up to 50 nodes. 

RNF4 Latency We have evaluated the latency of the submission of jobs through the Mesos 

endpoint and the latency of the deployment of a new node for the horizontal 

elasticity.  

RNF5 Performance A Speed-up analysis has been carried out with the execution of the BULMA use case. 
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7. TESTS AND DEMOS 

This section describes the tests that have been done in order to validate the above requirements. The tests                  
involve several components and different layers, and also serve for demonstration purposes. The tests              
included are: 

- TC1 - Deployment of the infrastructure. 
- TC2 - Execution of batch unrestricted jobs with horizontal elasticity. 
- TC3 - Execution of QoS jobs with vertical elasticity with QoS prediction. 
- TC4 - Integration of privacy protection in parallel data analysis pipelines. 

- TC5 - Implementation of data analysis models on LEMONADE. 
 

7.1. TC1 - Deployment of the infrastructure  

This demo demonstrates the deployment of the software components for the EUBra-BIGSEA platform.  

ǒ Requirements  
ƺ EC3 Client (https://hub.docker.com/r/eubrabigsea/ec3client) and an IM server       

(https://hub.docker.com/r/grycap/im/)  
ƺ Valid credentials for accessing an IaaS infrastructure. 
ƺ Configuration recipes (https://github.com/eubr-bigsea/ec3client), properly updated to      

point out to a Linux Ubuntu 16 VM Image, users, infrastructure credentials and the proper               
size of disk and number of cores. 

ƺ Collection of tests in https://github.com/EUBra-BIGSEA/Elastic-Cluster-Testing for      
Marathon, Chronos, Spark and Network. 

ǒ Outcome 
ƺ A self-managed infrastructure with one front-end, three HDFS datanodes one monitoring           

service based on Monasca and working nodes deployed on demand. 
ǒ Evaluation 

ƺ Convenience of the solution. 
ƺ Deployment latency of the whole infrastructure, or individual nodes. 
ƺ Robustness of the components. 
ƺ Scalability measuring how many nodes can be deployed and managed simultaneously.  

 

7.1.1. Convenience 

The infrastructure can be deployed by a single command from the Docker images of the EC3 client and the                   
IM server. Instructions are given in D3.4, section 3.1. 

The command line is: 

./ec3 launch -g CLUSTERNAME ubuntu-ramses mesos marathon chronos bigseausers         
monasca spark nfs hadoop docker deploy -a /root/auth.dat  

7.1.2. Deployment latency 

The non-functional requirements considered in the test basically focus on performance. With respect to              
performance, we have measured the time required to deploy the front-end, datanodes and monitoring              
system, the time necessary to deploy the first Working Node as well as further nodes. 

The Horizontal Elasticity is implemented through CLUES. CLUES (Cluster Energy Savings -            

www.grycap.upv.es/clues) is a framework that automatically powers on and off resources automatically            
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according to different policies. In the frame of the EUBra-BIGSEA project, CLUES has been improved for a                 

better management of Mesos clusters in different ways: 

- Improved automatic contextualization of the internal nodes using secure endpoints and increased            

monitoring information for debugging configurations. 

- Improved plugins for Marathon and Chronos. 

- Support of two types of Working Nodes. This has been used to configure fixed DataNodes and                

dynamic processing nodes.  

- Automatic creation of Virtual Machine Images of the nodes after the configuration of the first               

Working Node to boost up the elasticity. This has been an important achievement to increase               

robustness. 

- Dynamic reconfiguration of existing configurations.  

CLUES is installed automatically by EC3.      

Deliverable D3.3 shows more details on the       

dynamic boot of the working nodes. First, a        

front-end is created, where all the main       

services are installed on (see section 3 for        

details). Then working nodes are deployed on       

demand. In the EUBra-BIGSEA configuration,     

the first three nodes are of type “wn”, and the          

rest are of type “wnmesos”. Figure 4 shows        

the comparative deployment time of the      

Master and the working nodes. 
Figure 4: Deployment time of the different node types. 

The system reconfigures the whole cluster when nodes are added or removed. Therefore, it can use                

“vanilla” images with only Linux Ubuntu 16 installed. However, the system can create “on-the-fly” a Virtual                

Machine Image from the first working node created (“Virtual Machine Golden Image”). This speeds-up the               

deployment and configuration time for the rest of the nodes. Clearly, nodes deployed from a “Virtual                

Machine Golden Image”, created on the fly, show a smaller configuration time.  

7.1.3. Robustness 

The lessons learnt during the operation to target robustness of the virtual infrastructure were: 

- Need to protect storage from being overfilled by the applications. Four different volumes were              
created to isolate the storage needs: root directory, home directories of users, HDFS volumes and               
Docker image repository. The management of the storage was one of the main worries in the                
production operation, as overfill may prevent Consul, Zookeeper, Mesos and Marathon to properly             
store the progress and affect long-term jobs. 

- Overlay network stability. During project lifetime, we tested native CNI solutions of Mesos, Docker -               
Consul overlay networks and Weave. The solution of Weave provide the desired functionality in              
terms of integration with Marathon, Mesos and Docker and the connection of the virtual front-end               
to the network, as well as stability. This solution was finally integrated by default with the recipes. 

- Monasca monitoring. Monasca has demonstrated a high performance and high potential for the             
monitoring of the execution of applications. However, Monasca is complex and has several external              
dependencies which produced in several cases connection issues, which, in turn, lead to memory              
exhaustion in working nodes, as they tend to store temporarily in memory the metrics that were                
not sent to the storage. The MONASCA services were deployed on a separate node to reduce                
resource competition.  
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- Local cache registry of Docker images in the private network. As the working nodes have to pull the                  
Docker images before they are executed, parallel executions may lead to network bottlenecks.             
Moreover, Docker Hub has some some bandwidth limitations, which lead to firing timeouts during              
the execution of applications. A local cache registry has been set up to reduce external bandwidth                
limitations, speeding up the execution time.  

- Automatic reconfiguration of the infrastructure resets configuration changes done by the users.            
Despite this is a recommendable feature, as this increases the infrastructure reliability and             
robustness, in some cases it was not convenient (e.g. resetting user passwords). Recipes where              
carefully analysed trying to find the rightmost balance. 

- Marathon and Chronos provide a great way of describing applications deployment as code, as              
TOSCA provides the means of defining infrastructure deployment as code. This way, setting up a               
fresh, new deployment is simple and convenient.  

 

7.1.4. Scalability 

For testing the scalability of the system, we perform the deployment of 50 simultaneous nodes on a cloud                  
infrastructure. The configuration system has been improved in the frame of the EUBra-BIGSEA project to               
deal with the bottlenecks that appear when a large number of nodes are simultaneously configured. This                
approach increases the latency but it has been successfully demonstrated in more than 100 machines.               
Figure 5 shows the latency time (in seconds) from the request of the deployment of the cluster to the                   
actual provisioning of the resources. The graph shows the machines deployed at each timestep. 

 

  Figure 6: Deployment time for 50 simultaneous nodes. 

 

7.2. TC2 - Execution of batch unrestricted jobs with horizontal elasticity 

This demo demonstrates the execution of several complex Spark jobs on top of the infrastructure and the                 
monitoring of the horizontal elasticity, by executing several jobs along time. 

ǒ Requirements  
ƺ The infrastructure provisioned in TC1.  
ƺ Data for the map-matching of GPS (i.e., Global Positioning System) and Shapes (defined by              

the GTFS, i.e., General Transit Feed Specification) of public bus transportation system. 
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